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ماشین یادگیری درس
۰۴ −۰۳ دوم نیم سال
دهقانیان ربیعͬ⁃ استاد:

کامپیوتر مهندسͬ دانشͺده

دقیقه ۴۰ آزمون: زمان ۱۴۰۴̸۳̸۱۱ − پنجم آزمونک

است: R2 در Xi نمونه نقطۀ چهار نمایانگر که داریم را زیر داده ماتریس کنید فرض نمره) ۲۵) .۱

X =


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
ͬ کنیم. م استفاده (PCA) اصلͬ مولفەهای تحلیل روش از بنابراین دهیم، نمایش بˀعد ͷی در تنها را دادەها ͬ خواهیم م ما

محاسبه X برای را (unit-length principal component directions) واحد طول با اصلͬ مؤلفۀ جهت های (الف)
ͬ کند. م انتخاب را جهت کدام PCA الͽوریتم شود، درخواست اصلͬ مؤلفۀ ͷی فقط اگر که نمایید مشخص و کنید
نشان را خود محاسبات و مراحل دارید).

√
· نماد به (نیاز کنید بیان تقریب بدون و دقیق بەصورت را خود پاسخ

دهید.
بنابراین: باشیم. داشته دادەها از یͷ بعدی نمایش ͬ خواهیم م ͬ دهد. م نشان X از را نمونه نقاط زیر نمودار (ب)

کنید. رسم نمودار روی بر خط ͷی بەصورت را انتخاب شده اصلͬ مؤلفۀ جهت .۱
کنید. رسم و محاسبه جهت این روی را نمونه نقطۀ چهار از ͷی هر (پروجͺشن) تصویر .۲

روی بر مختصات (مبدأ کنید برچسب گذاری اصلͬ مؤلفۀ روی آن مختصات مقدار با را پروجͺت شده نقطۀ هر .۳
کردن گرد بدون و دقیق بەطور را مؤلفەها مختصات مقادیر شود). گرفته نظر در صفر برابر اصلͬ مؤلفۀ خط

کنید. بیان
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پاسخ:

ͬ شود: م طͬ زیر مراحل اصلͬ، مؤلفه جهت های محاسبه برای (الف)
دادەها کردن مرکزی .۱

اولیه: داده ماتریس

X =


4 1
2 3
5 4
1 2


ستون: هر میانگین

µ1 =
4 + 2 + 5 + 1

4
= 3, µ2 =

1 + 3 + 4 + 2

4
= 2.5

میانگین: بردار بنابراین،

µ =

(
3
2.5

)
:(Xⅽentereⅾ = X − µ) مرکزی شده دادەهای

Xⅽentereⅾ =


1 −1.5
−1 0.5
2 1.5
−2 −0.5


کوواریانس ماتریس محاسبه .۲

XT
ⅽentereⅾXⅽentereⅾ =

(
10 2
2 5

)
, C =

1

3

(
10 2
2 5

)
=

(
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2
3

2
3

5
3

)
ویژه بردارهای و ویژه مقادیر محاسبه .۳

مشخصه: معادله حل

det(C − λI) = λ2 − 5λ+
46

9
= 0 ⇒ 9λ2 − 45λ+ 46 = 0

دیسͺریمینانت:
∆ = 452 − 4 · 9 · 46 = 369 ⇒

√
369 = 3

√
41

ریشەها:

λ1,2 =
15±

√
41

6

:λ1 با متناظر ویژه بردار

v1 =

(
4√

41− 5

)
, ∥v1∥ =

√
82− 10

√
41, u1 =

1√
82− 10

√
41

(
4√

41− 5

)
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:(λ2 (برای متعامد بردار

v2 =

(
5−

√
41

4

)
, ∥v2∥ =

√
82− 10

√
41, u2 =

1√
82− 10

√
41

(
5−

√
41

4

)
اول اصلͬ مؤلفه جهت رسم .۱ (ب)

ͬ کند: م عبور میانگین نقطه از خطͬ صورت به اول اصلͬ مؤلفه جهت

y − 2.5 =

√
41− 5

4
(x− 3)

نقاط تصاویر محاسبه .۲
مرکزی شده: نقاط

x1 − µ =

(
1

−1.5

)
x2 − µ =

(
−1
0.5

)
x3 − µ =

(
2
1.5

)
x4 − µ =

(
−2
−0.5

)
:u1 با داخلͬ ضرب محاسبه

x1 :
1.5(7−

√
41)√

82− 10
√
41

x2 :
0.5(−13 +

√
41)√

82− 10
√
41

x3 :
0.5(1 + 3

√
41)√

82− 10
√
41

x4 :
0.5(−11−

√
41)√

82− 10
√
41

نرمال سازی) (بدون تصویرشده نقاط مختصات .۳

نقطه اصلͬ مؤلفه روی مختصات
(4, 1) 7−

√
41

4

(2, 3) −1+
√
41

4

(5, 4) 13+
√
41

4

(1, 2) −11−
√
41

4

باینری بردار بەصورت ͬ توان م را X سند ͷی که بەطوری داریم، متون دستەبندی مسئلۀ ͷی کنید فرض نمره) ۳۵) .۲
دقیق تر: بیان به داد. نمایش کلمات ͬ های ویژگ

X = [X1, X2, X3, . . . , Xm]
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که

Xj =

{
1 دارد حضور X سند در j کلمۀ اگر
0 صورت این غیر در

ͬͺی به را سندها ͬ خواهیم م زیر، بەصورت تعریف شده ساده ضعیف یادگیرندۀ ͷی و AdaBoost الͽوریتم از استفاده با
کنیم: دستەبندی {−1,+1} کلاس دو از

h(X; θ) = yXj,

است. y ∈ {−1,+1} که کنید دقت است. آن برای کلاس” ”برچسب و انتخاب شده” ”کلمۀ مشخصۀ θ = (j, y) که
داریم: ضعیف یادگیرندۀ دو کلمه هر برای شهودی، بەطور

باشد. football کلمۀ شامل سند اگر sports پیش بینͬ ●
باشد. football کلمۀ شامل سند اگر non-sports پیش بینͬ ●

است؟ عدد چند ضعیف یادگیرندەهای کل تعداد (الف)
ضعیف. یادگیرنده 2m یعنͬ کلمه، هر برای ضعیف یادگیرنده دو پاسخ:

AⅾaBoost الͽوریتم که ترتیبی به را ͬ ها ویژگ برد. بەکار نیز ͬ ها ویژگ انتخاب برای ͬ توان م را افزایشͬ الͽوریتم این (ب)
ͬ کنیم. م انتخاب ͬ کند، م شناسایی

دهید. توضیح کند؟ انتخاب یͷ بار از بیش را ضعیف یادگیرندۀ ͷی الͽوریتم، است ممͺن آیا .۱
بهینه ͬ مانند م باقͬ ثابت قبلͬ ضرایب تمام اینکه فرض با را α جدید ضریب هر بوستینگ الͽوریتم پاسخ:
آرا اصلاح برای راه تنها ͬ کند. نم بهینه مشترک بەصورت را ضرایب این الͽوریتم این بنابراین، ͬ کند. م
از است. ضعیف یادگیرنده همان دوباره افزودن بعدی، مراحل در ضعیف یادگیرنده ͷی به اختصاص یافته
دقیقاً دوباره انتخاب از صحبت داریم، ضعیف یادگیرندەهای از گسسته مجموعەای فقط اینجا در که آنجا

ͬ رسد. م نظر به منطقͬ نیز ضعیف یادگیرنده همان
از گاهانەتر آ و بهتر ͬ تواند م ترتیب این آیا کنیم، مرتب I(i;Y ) متقابل اطلاعات اساس بر را ͬ ها ویژگ اگر .۲

دهید. توضیح باشد؟ AⅾaBoost توسط بەدست آمده ترتیب
ͬ کند. م ایجاد هستند) ͬ ها ویژگ اینجا در (که ضعیف طبقەبندهای از خطͬ ترکیبی بوستینگ الͽوریتم پاسخ:
از ͬ های ویژگ اساس بر که خطͬ پیش بینͬ به نسبت را (ویژگͬ) جدید ضعیف طبقەبند هر الͽوریتم بنابراین،
بررسͬ جداگانه بەصورت را ویژگͬ هر متقابل اطلاعات معیار ͬ کند. م ارزیابی شده، انجام گنجاندەشده پیش
پیش بینͬ بهبود به است ممͺن ویژگͬ چندین تعامل چͽونه که دهد تشخیص ͬ تواند نم دلیل همین به و ͬ کند م

کند. ͷکم خطͬ

کنید: مشخص دلیل ذکر با را زیر گزارەهای نادرستͬ یا درستͬ نمره) ۴۰) .۳

استفاده مستقیم بەطور آموزشͬ دادەهای تمام از پیش بینͬ مرحلۀ در که است ͷغیرپارامتری روش ͷی k-NN الͽوریتم (الف)
ͬ کند. م

دادەها برای خاصͬ توزیع فرض به نیازی یعنͬ است، ͷغیرپارامتری روش ͷی −NNk الͽوریتم درست. پاسخ:
ͬ کند. م پیدا را ͷنزدی همسایه k و ͬ کند م استفاده آموزشͬ دادەهای از مستقیماً پیش بینͬ، زمان در الͽوریتم این ندارد.

ͬ شود. م انجام دادەها ͬͺنزدی اساس بر تصمیم گیری کلͬ، مدل ͷی ساختن جای به

محلͬ، وزن دهͬ دلیل به ،(Locally Weighted Linear Regression) محلͬ» وزن دار خطͬ «رگرسیون روش در (ب)
یابد. تعمیم بەدرستͬ آموزشͬ نمونەهای ناحیۀ از خارج است قادر مدل
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ͷنزدی دادەهای به وزن دهͬ با خطͬ مدل ͷی پیش بینͬ هر برای محلͬ، وزن دار خطͬ رگرسیون در نادرست. پاسخ:
این دلیلش دارد. ضعیفͬ تعمیم آن از خارج اما است، دقیق آموزشͬ دادەهای محدوده در روش این ͬ شود. م ساخته

ͬ شود. م بی معنͬ پیش بینͬ و ͬ یابد م کاهش دادەها از شدن دور با وزن ها که است
نکند، تغییر مرحله T در استیت ͷی برای بەدست آمده سیاست که صورتͬ در ،Value Iteration الͽوریتم در (ج)
πk = باشیم داشته اگر دقیق تر (بەطور بود. خواهد بهینه سیاست همان مرحله T این در بەدست آمده سیاست

است.) بهینه سیاست همان πk+i ،i = 0, 1, . . . , T هر برای آنگاه πk+1 = · · · = πk+T ,

همچنین هستند. خانه T +3 با نوار ͷی خانەهای ها، state آن در که بͽیرید نظر در را ای MDP نادرست. پاسخ:
است): گرفته قرار s2 استیت ،s1 راست سمت که کنید (دقت داریم MDP این برای

S = {s1, s2, . . . , sT+1, sT+2, sT+3}, A = {r(move to right) , l(move to left) }

انتقال: تابع

T (si, D, sj) =


1 D = r ∧ 1 ≤ i ≤ T + 1 ∧ j = i+ 1

1 D = l ∧ i = 1 ∧ j = T + 3

0 صورت این غیر در

پاداش: تابع

R(si, D, sj) =


10 D = r ∧ j = i+ 1 = T + 2

1 D = l ∧ i = 1 ∧ j = T + 3

0 صورت این غیر در

(start state, final states) = (s1, {sT+2, sT+3})

است) راست سمت به حرکت بهینه سیاست غیرترمینال، استیت های همۀ (برای داریم: MDP این در وضوح به

∀1 ≤ i ≤ T + 1; V ∗(si) = 10 ⇒ π∗(si) = r

:(γ = 1 (با داشت خواهیم MDP این برای value iteration اجرای حین در که کنید دقت حال

∀1 ≤ i ≤ T + 1; V0(si) = 0

Vk+1(si) = max
a

Q(si, a) = Q(si, r) =
∑
j

T (si, r, sj) (R(si, r, sj) + γVk(sj))

نوشت: ͬ توان م بنابراین

∀1 ≤ i ≤ T + 1; Vk(si) =


10 k ≥ T + 2− i

1 i = 1 ∧ 1 ≤ k ≤ T

0 صورت این غیر در

،s1 استیت برای بەدست آمده سیاست ،MDP این روی بر value iteration اجرای ابتدایی مرحلۀ T در بنابراین
سمت به (حرکت استیت این برای بهینه سیاست با که (۱ برابر value مقدار (با ͬ باشد م چپ سمت به حرکت

است. نادرست عبارت این پس ͬ باشد. نم یͺسان راست)
نهایت در که (actions) کنش هایی که ͬ گیرد م یاد را (Q-values) بهینه مقادیر زمانͬ تنها Q-learning الͽوریتم (د)

باشند. بهینه (policy) سیاست براساس ͬ شوند م انتخاب
Q-learning کند، پیدا را حالات همەی که باشد گونەای به استفاده مورد سیاست که زمانͬ تا نادرست. پاسخ:

شد. خواهند همͽرا بهینه مقادیر به نهایت در Q-values ͬ کند. م کار نیز رندوم سیاست ͷی با حتͬ
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الͽوریتم ͬ دهد) م رخ قطعͬ بەصورت مشخص state ͷی aⅽtion و state هر ازای به (یعنͬ قطعͬ MDP ͷی در (ه)
ͬ گیرد. م یاد را Q-values مقادیر صحیح بەطور بروزرسانͬ، هر در α = 1 یادگیری نرخ از استفاده با Q-learning
Q-values بەروزرسانͬ برای که، دارد وجود علت این به تنها الͽوریتم این در یادگیری نرخ ͬ دانیم م درست. پاسخ:
بنابراین یافت، خواهد انتقال s′ کدام به MDP ͬ دانیم نم قطعͬ بەصورت که ͬ شود م استفاده (sample) نمونه ͷی از

داشت: خواهیم a اکشن و s حالت ͷی برای ،Q بەروزرسانͬ در داریم. وزن دهͬ به نیاز آن تخمین برای

Q(s, a) = R(s, a, s′) + γmax
a′

Q(s′, a′)

ͬ دهیم. م انجام Q-learning در که است بەروزرسانͬ رابطه همان دقیقاً که

شوند، جمع c ثابت عدد با پاداش ها همۀ اگر ،γ < 1 و مشخص باند با پاداش و محدود حالات با MDP ͷی در (ی)
ͬ کند. نم تغییر بهینه سیاست

ندارد. حالت ها ارزش های نسبی ترتیب روی بر تأثیری پاداش ها تمام به ثابت مقدار ͷی افزودن درست. پاسخ:

شود. نادرست بود ممͺن گزاره باشد، داشته terminal حالت ͷی ͬ تواند م MDP که ͬ کردیم م فرض اگر (البته
شود.) داده نمره نیز آوردەاند نقض مثال حالت این برای که پاسخ هایی به پس


